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 Regression analysis is a statistical technique used to estimate connections between 
variables that exhibit a cause-and-effect relationship. Despite its widespread use for 
identifying correlations and predicting outcomes, it is crucial to validate the 
assumptions and reliability of multivariate regression models. This study focuses on 
multivariate regression analysis, which utilizes multiple independent variables to 
predict cotton yield in kilogram per hectare (YldPhec). The secondary dataset was 
sourced from the Cotton Research Station (CRS) in Uthal, Lasbela, Balochistan, 
Pakistan. The analysis included eight predictors, revealing that the intercept and 
PlntPl had marginally significant positive effects (Beta = 4425.26, 0.04; p < 0.1), 
while Grmn and FbrSnt demonstrated highly significant positive effects (Beta = 
48.76, 177.97; p < 0.001). Conversely, BolWt and StpLt exhibited significant negative 
effects (Beta = -741.49, -246.77; p < 0.001), with Lnt also showing a significant 
negative effect (Beta = -145.57; p < 0.01). Additionally, MikV and BolPp were not 
significant. Zero-order correlation analyses indicated strong positive relationships 
for Grmn (0.56) and PlntPl (0.50), while BolWt (-0.41) and Lnt (-0.42) showed 
strong negative correlations with the dependent variable. Tolerance values 
exceeding 0.39 and Variance Inflation Factor values less than 3 indicate that 
multicollinearity is not a significant concern among the predictors. The Shapiro-Wilk, 
Rainbow, and Studentized Breusch-Pagan test statistics confirmed the normality of 
residuals, the linearity of the model, and the absence of significant 
heteroscedasticity, with p-values of 0.74, 0.84, and 0.32, respectively. Confirming 
these assumptions enhances the model’s validation and underscores the significance 
of the identified predictors in explaining the variability of YldPhec. 
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INTRODUCTION 

The agricultural sector is the cornerstone of Pakistan’s 

economy, which is predominantly agrarian (Rehman et 

al., 2015). A significant proportion of Pakistan’s 

population relies on agriculture for their livelihood and 

food security (Naseer et al., 2020). The cropping sector 

contributes 6.8% to the overall GDP of the country 

(Shakeel et al., 2023). Approximately 1.3 million out of 5 

million farmers cultivate cotton (Gossypium hirsutum L.) 

on 6.0 million acres, accounting for 15% of the country’s 

https://doi.org/10.33687/ijae.012.003.5418
file:///C:/Users/user/Downloads/finalvol9issue32021ijae26articles/Available%20Online%20at%20EScience%20Press%20International%20Journal%20of%20Agricultural%20ExtensionISSN:%202311-6110%20(Online),%202311-8547%20(Print)https:/esciencepress.net/journals/IJAE
file:///C:/Users/user/Downloads/finalvol9issue32021ijae26articles/Available%20Online%20at%20EScience%20Press%20International%20Journal%20of%20Agricultural%20ExtensionISSN:%202311-6110%20(Online),%202311-8547%20(Print)https:/esciencepress.net/journals/IJAE
file:///C:/Users/user/Downloads/finalvol9issue32021ijae26articles/Available%20Online%20at%20EScience%20Press%20International%20Journal%20of%20Agricultural%20ExtensionISSN:%202311-6110%20(Online),%202311-8547%20(Print)https:/esciencepress.net/journals/IJAE
file:///C:/Users/user/Downloads/finalvol9issue32021ijae26articles/Available%20Online%20at%20EScience%20Press%20International%20Journal%20of%20Agricultural%20ExtensionISSN:%202311-6110%20(Online),%202311-8547%20(Print)https:/esciencepress.net/journals/IJAE
https://esciencepress.net/journals/IJAE
https://crossmark.crossref.org/dialog/?doi=10.33687/ijae.009.03.3369


Int. J. Agr. Ext. 12 (03) 2024. 379-388    DOI: 10.33687/ijae.012.003.5418 

380 
 

total cultivated area (Abubakar et al., 2023). The cotton 

crop constitutes 0.8% of the GDP and contributes 4.5% 

to the agricultural value addition (Naveed et al., 2024).  

Regression analysis is a statistical technique employed 

to identify correlations and predict outcomes based on 

cause-and-effect relationships among variables 

(Brillinger et al., 1967; Graybill, 1961; Sestelo et al., 

2016; Wen et al., 2017; Zyskind, 1964). Despite its 

widespread application, it is essential to validate the 

assumptions and reliability of multivariate regression 

models, particularly for predicting cotton yield. This 

study examines the assumptions and the influences of 

various predictors on cotton yield. 

The research questions focus on understanding the 

relationships between the dependent variable (cotton 

yield) and various independent variables. The study 

seeks to determine the causal connections, assess the 

strength of these connections, and evaluate their 

influence on cotton yield prediction. Additionally, it 

investigates the impact of specific independent variables 

or groups of variables under controlled conditions and 

develops methods for systematic evaluation. 

The objectives are to explore the causal connections 

among variables, assess their influence on cotton yield 

prediction, validate the assumptions of the multivariate 

regression model—including normality, linearity, and 

homogeneity of variance—and evaluate the impact of 

specific variables under controlled conditions. 

 

METHODOLOGY 

Linear regression is useful for predicting quantitative 

response (Hastie et al., 2021). Univariate regression 

analysis involves using a single independent variable 

(Wang et al., 2020), while multivariate regression 

analysis involves using more than one independent 

variable (Izenman, 2013; Poon and Feng, 2023). In both 

cases, equations showing linear relationships between 

dependent and independent variables are formulated 

(Jakešová, 2014; Tabachnick and Fidel, 2019). 

Multivariate regression analysis simultaneously 

considers the variations in multiple independent factors 

that affect the dependent variable. (Kawano et al., 2023; 

Ünver and Gamgam, 1999). This descriptive study 

focuses on agronomic parameters to determine the 

significance of independent variables to the response 

variable in regression analysis. Multiple linear 

regression presumes that the model's response variable 

with p predictors is a linear function of the model 

parameters (Dhamodharavadhani S. and Rathipriya R., 

2021). This is expressed compactly and in matrix 

notation, respectively, as follows: 

𝒚𝒊 = 𝜷𝟎 + ∑ 𝜷𝒋𝒙𝒊𝒋
𝒑
𝒋=𝟏  +𝜺𝒊                (1) 

𝒀  𝒏×𝟏 = 𝑿  𝒏×𝒑 𝜷 𝒑×𝟏 + 𝜺  𝒏×𝟏          (2) 

Where 𝑌 is the vector of responses, 𝑋 is a matrix of 

known regressors, 𝛽 is the vector of unknown 

parameters and 𝜀  is the vector of random error 

(Rawlings et al., 1998). Where the errors (𝜀𝑖) are 

assumed to be independently and identically normal 

random variables with a zero mean and a constant 

variance (Chatterjee and Hadi, 2012; Zhang, 2022). The 

vector of regression coefficients is estimated as:  

𝜷̂ = (𝑿′𝑿)−𝟏𝑿′𝒀                                  (3) 

The following considerations must be made to secure 

them: 

The coefficient of determination (𝑅𝑝
2) indicates the 

percentage variation explained by predictors to the 

response variable (Faraway, 2002; Finch et al., 2016; 

Frost, 2019) and the strength of the relationship 

(Frederick et al., 2019) is shown by 

𝑹𝒑
𝟐 =

𝑺𝑺𝑹

𝑺𝑺𝑻
                                                  (4) 

A large value of 𝑅𝑝
2 will always result in a large model 

(Haldar and Miller, 1992). However, the adjusted 

coefficient of multiple determination (𝑅𝑎𝑑𝑗
2 ) is a variation 

of the ordinary 𝑅𝑝
2 statistic that reflects the number of 

factors in the model (Derksen and Keselman, 1992) and 

is computed by  

𝑹𝒂𝒅𝒋
𝟐 = 𝟏 −

(𝟏−𝑹𝟐)(𝒏−𝟏)

𝒏−𝒑−𝟏
                         (5) 

A predictor's relatively high variance inflation factor 

(VIF) value suggests that it might be collinear with other 

predictors Use the 0.95 quantiles of a chi-square 

distribution with p degrees of freedom as the cut value if 

the multivariate distribution is normal in the model 

(Denis, 2021). The VIF of the coefficient (𝛽𝑝) estimator 

for p explanatory variables is given as 

𝑽𝑰𝑭𝒑 =
𝟏

(𝟏−𝑹𝒑
𝟐)

                                          (6) 

While the tolerance is the reciprocal of the VIF, can also 

be used to identify collinearity in the regression model 

(Goldengorin et al., 2015; Park and Klabjan, 2020; 

Young, 2016) produced by  

𝟏 − 𝑹𝒑
𝟐                                                        (7) 

A key component of statistical analysis is the accurate 

detection of outliers. In multivariate settings, the 

masking effect also occurs, making the supplementary 
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visual inspection of the dataset much more difficult 

(Becker and Gather, 1999). While, Mahalanobis 

distances relying on the sample mean and covariance 

matrix struggle to identify all multivariate outliers in a 

dataset (Filzmoser et al., 2008; Mayrhofer and 

Filzmoser, 2023)  

𝑴𝑫𝝁,𝚺
𝟐 (𝒙) = (𝒙 − 𝝁)′𝚺′(𝒙 − 𝝁)                        (8) 

Use the 0.95 quantile of a chi-square distribution with p 

degrees of freedom as the cut value if the multivariate 

distribution is normal (Rousseeuw and Zomeren, 2012).  

 

Research Data 

The secondary dataset was sourced from the Cotton 

Research Station (CRS) in Uthal, Lasbela, Balochistan. 

The dataset includes variables such as yield in kilograms 

per hectare (YldPhec) to regress on eight independent 

variables: germination (Grmn) in percentage, plant 

population (PlntPl), bolls per plant (BolPp), boll weight 

(BolWt) in grams, lint (Lnt) in percentage, staple length 

(StpLt) in millimetres, Mike value (MikV) in µ inch⁻¹, and 

fiber strength (FbrSnt) in G tex⁻¹. 

 

Analytical procedure 

Using RStudio, descriptive statistics were used to assess 

each quantitative variable's univariate normality, 

outliers, skewness, and kurtosis before the analytical 

process began. Variance inflation factors (VIFs), 

tolerance values, and correlation matrices were used to 

address potential multicollinearity. The assumptions of 

multiple regression were then investigated, including 

multivariate normality, linearity, heteroscedasticity, and 

constant variances. Outliers were also evaluated to 

improve the validity of the model. 

 

Empirical Model 

The empirical model used a multivariate regression 

approach to predict cotton yield based on independent 

variables. The model's assumptions were tested and 

validated to ensure the reliability of the predictions. 

 

RESULTS AND DISCUSSION 

To ensure the dataset's suitability for regression 

analysis, a descriptive analysis was conducted on 255 

observations for each variable presented in Table 1. It 

offers key insights into their central tendencies, 

variability, and distribution shapes. Grmn exhibits 

moderate variability with a slight left skew and a 

relatively flat distribution. PlntPl demonstrates near 

symmetry and a distribution approximating normality. 

YldPhec shows high variability with a slight right skew 

and a flatter distribution. BolPp is characterized by a left 

skew and a more peaked distribution. BolWt displays a 

slight right skew and a flatter distribution. Lnt has a 

slight left skew and a flatter distribution. StpLt is nearly 

symmetrical with a flatter distribution. MikV shows a 

slight right skew and a distribution close to normal. 

FbrSnt exhibits a slight right skew and a flatter 

distribution. 

Table 1. Descriptive statistics. 

Variables Mean SD Median Min Max Range Skew Kurtosis SE 

Grmn 89.32 6.17 90.00 75.00 100.00 25.00 -0.41 -0.63 0.39 

PlntPl 38109.70 2150.63 38587.50 32309.00 43078.70 10769.70 0.09 -0.15 134.68 

YldPhec 2524.87 802.41 2512.90 1077.00 4307.90 3230.90 0.33 -0.82 50.25 

BolPp 36.08 2.99 36.40 26.10 41.20 15.10 -0.93 1.27 0.19 

BolWt 3.52 0.34 3.50 3.00 4.20 1.20 0.39 -0.95 0.02 

Lnt 37.33 1.17 37.40 34.40 39.30 4.90 -0.27 -0.72 0.07 

StpLt 26.82 0.78 26.70 25.20 28.40 3.20 -0.07 -0.69 0.05 

MikV 4.32 0.39 4.30 3.30 5.20 1.90 0.50 -0.19 0.02 

FbrSnt 26.96 1.08 26.80 24.60 29.30 4.70 0.25 -0.68 0.07 

 

Table 2 shows the correlation matrices, including the 

correlation coefficients and corresponding p-values, 

indicating significant correlations among the variables, 

both positive and negative. The top section of the 

diagonal displays correlation coefficient values, ranging  

 

from -1 to 1, which indicate the strength and direction of 

the relationships between variable pairs. A value close to 

1 signifies a strong positive correlation, while a value 

approaching -1 denotes a strong negative correlation 

(Izenman, 2013). A value around 0 indicates minimal to 
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no linear correlation between the variables. Its lower 

section (below the diagonal) shows the p-values 

corresponding to these correlations, where lower p-

values indicate greater statistical significance. Significant 

positive correlations were observed between Grmn and 

PlntPl, YldPhec, and MikV. Conversely, Grmn exhibited 

negative correlations with BolPp, BolWt, Lnt, StpLt, and 

FbrSnt. PlntPl demonstrated significant positive 

correlations with YldPhec and MikV, while showing 

negative correlations with BolPp, BolWt, Lnt, StpLt, and 

FbrSnt. YldPhec was positively correlated with MikV and 

negatively correlated with BolPp, BolWt, Lnt, StpLt, and 

FbrSnt. BolPp had positive correlations with BolWt, Lnt, 

StpLt, MikV, and FbrSnt. BolWt was positively correlated 

with Lnt, StpLt, and FbrSnt, but negatively correlated 

with MikV. Lnt showed positive correlations with StpLt 

and FbrSnt, and a negative correlation with MikV. StpLt 

was positively correlated with FbrSnt and negatively 

correlated with MikV. MikV exhibited a negative 

correlation with FbrSnt. 

Table 2. Correlation Matrices with P-values. 
Predictor Grmn PlntPl YldPhec BolPp BolWt Lnt StpLt MikV FbrSnt 

Grmn 
 

0.64 0.53 -0.28 -0.13 -0.42 -0.07 0.1 -0.13 

PlntPl 0 
 

0.47 -0.18 -0.23 -0.27 -0.13 0.22 -0.2 

YldPhec 0 0 
 

-0.24 -0.35 -0.4 -0.24 0.28 -0.11 

BolPp 0 0 0 
 

0.58 0.49 0.31 0.1 0.33 

BolWt 0.04 0 0 0 
 

0.16 0.27 -0.27 0.26 

Lnt 0 0 0 0.01 0 
 

0.41 -0.33 0.49 

StpLt 0.25 0.04 0 0 0 0 
 

-0.19 0.59 

MikV 0.12 0 0 0.12 0 0 0 
 

-0.33 

FbrSnt 0 0 0.08 0 0 0 0 0 
 

 
The left section of the scatterplot matrix in Figure 1 

visualizes the significant relationships between multiple 

variables at once and is useful for spotting correlations, 

patterns, and potential outliers in the data. Outliers in 

these scatterplots are identified as data points that 

significantly deviate from the main cluster of points. In 

addition, it also shows linear connections and is almost 

elliptic in shape. In the upper and right sections of the 

diagonal in Figure 1, positive correlations are typically 

represented by blue shades, while red shades depict 

negative correlations. Darker colors signify stronger 

positive or negative correlations, whereas lighter colors 

indicate weaker correlations. The data was analysed 

using the Mahalanobis distances (for df=8, quantile 

=0.10, Chi-square=14.68) to confirm the multidirectional 

extreme value. The following 25 observations were 

excluded from the analysis: 24, 28, 29, 33, 34, 35, 46, 49, 

65, 68, 73, 75, 76, 77, 78, 79, 84, 92, 121, 123, 124, 138, 

174 and 187. Before delving into multiple linear 

regression analyses, univariate normality was assessed 

for all quantitative variables. To scrutinize the univariate 

normality assumptions, the skewness and kurtosis 

coefficients of the variables were examined and 

presented in Table 3. Skewness values carry greater 

significance when assessing the normality assumption, 

whereas if the kurtosis coefficient does not deviate 

significantly from the normal distribution, it can be 

considered that this variable follows a normal 

distribution (Büyüköztürk, 2018). The skewness and 

kurtosis values are considered reliable indicators of 

distribution characteristics due to their small standard 

errors. The skewness values for all variables fall within 

the acceptance range of -0.38 and 0.70 and cannot be 

considered skewed. However, kurtosis analysis shows 

that all the variable's platykurtic values lie between 2.11 

and 2.96. 

The findings from the simple correlations, VIFs, and 

tolerance values were examined to determine whether 

there were any multiple relations between the variables. 

Collinearity in the explanatory variables is considered 

significant when the VIF exceeds 10 and tolerance values 

are less than 0.10 (Ott and Longnecker, 2010). Hence, 

higher VIF values indicate a more serious impact of 

collinearity on the accuracy of slope estimation. Upon 

examining the simple correlations, it is noted that all 

correlation coefficients have absolute values below 0.57.  

Furthermore, Table 4 indicates that no two predictor 

variables exhibit a perfect relationship. Additionally, all 

tolerance values are greater than 0.38, while the VIF 

values for all variables are less than 3
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Figure 1. Scatterplot Matrix and Heatmap 

Table 3. Univariate normality. 

Variables N 
Skewness Kurtosis 

Statistic Std. Error Statistic Std. Error 

YldPhec 230 0.38 0.16 2.24 0.32 
Grmn 230 -0.36 0.16 2.30 0.32 
PlntPl 230 0.07 0.16 2.80 0.32 
Lnt 230 -0.31 0.16 2.28 0.32 
BolWt 230 0.39 0.16 2.10 0.32 
BolPp 230 -0.38 0.16 2.96 0.32 
StpLt 230 -0.18 0.16 2.35 0.32 
MikV 230 0.70 0.16 2.69 0.32 
FbrSnt 230 0.23 0.16 2.33 0.32 

 

Table 4. Multiple Relations Correlations 
Variables Zero Order Partial Part Tolerance VIF 
Grmn 0.56 0.33 0.25 0.44 2.27 
PlntPl 0.50 0.11 0.08 0.47 2.13 
BolPp -0.32 0.10 0.07 0.39 2.55 
BolWt -0.41 -0.27 -0.20 0.41 2.44 
Lnt -0.42 -0.19 -0.13 0.41 2.45 
StpLt -0.32 -0.25 -0.18 0.57 1.76 
MikV 0.32 0.08 0.06 0.54 1.84 
FbrSnt -0.16 0.23 0.17 0.53 1.88 

 

After scrutinizing the data to confirm adherence to 

assumptions and subsequently addressing any issues, a 

multiple linear regression analysis was conducted. The 

results, which examine the significance of the eight 

independent variables concerning the dependent variable, 

YldPhec (Table 5). The ANOVA reveals the impact of eight 

predictors on the dependent variable YldPhec significantly 

across 230 observations. The model explains 51% of the 

variance in YldPhec, as evidenced by the R² of 0.51 and an 

adjusted R² of 0.49, indicating a moderate fit. The value of 

the standardized beta coefficient (std. Beta) in Table 6 

reflects the relative importance, standardized strength, and 

direction of the relationships between each predictor and 

the dependent variable in the regression model 

(Imdadullah, 2017). Its largest absolute value for Grmn is 

0.37, which indicates its strongest relationship with 

YldPhec compared to other predictors. Following Grmn, 

there are BolWt, StpLt, FbrSnt, Lnt, PlntPl, BolPp and MikV. 

This order signifies the decreasing strength of their 

relationships with the YldPhec. The lowest absolute value 

for MikV is 0.08, revealing weakest relationship with the 

YldPhec after controlling for other predictors in the model. 
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Table 5. Analysis of variance. 

SV SS DF MS F Sig. 

Regression 74395176.11 8 9299397.01 28.68 0.00 
Residual 71652210.84 221 324218.14     
Total 146047386.9 229       
Residual standard error: 569.40 on 221; R-squared:  0.51 Adjusted R-squared:  0.49 

Table 6. Parameter estimation and analysis. 
Model Beta Std.Error Std.Beta T 95% CI 
Intercept 4425.26⁰ 2488.71 

 
1.78 -479.38 ― 9329.89 

Grmn 48.76*** 9.28 0.37 5.26 30.48 ― 67.04 
PlntPl 0.04⁰ 0.03 0.12 1.69 -0.01 ― 0.09 
BolPp 33.97 23.92 0.11 1.42 -13.16 ― 81.10 
BolWt -741.49*** 175.83 -0.31 -4.22 -1088.01 ― -394.98 
Lnt -145.57** 51.78 -0.21 -2.81 -247.61 ― -43.53 
StpLt -246.77*** 64.85 -0.24 -3.81 -374.58 ― -118.96 
MikV 168.02 141.28 0.08 1.19 -110.41 ― 446.45 
FbrSnt 177.97*** 49.88 0.23 3.57 79.67 ― 276.27 

Significance:  0 ‘***’   0.001 ‘**’    0.01 ‘*’    0.05 ‘⁰’   0.1 ‘’  

However, in terms of individual predictors, Grmn and 

FbrSnt positively influence YldPhec significantly, 

suggesting that their increases result in a proportional 

increase in YldPhec. Similarly, PlntPl and Intercept show 

substantial positive effects on YldPhec, being statistically 

significant. Conversely, BolWt, Lnt, and StpLt negatively 

affect YldPhec, implying that their higher values 

correspond to lower YldPhec. Lastly, BolPp and MikV 

have no statistical significance, and their coefficients are 

not significantly different from zero. The multiple linear 

regression equation is based on the analysis's findings 

and is written as below:  

YldPhec = 4425.26 + 48.76 Grmn + 0.04 PlntPl

+ 33.97 BolPp − 741.49 BolWt 

−145.57 Lnt − 246.77 StpLt + 168.02 MikV +

177.97 FbrSnt      (9) 

The test results evaluating a regression model’s 

assumptions are presented in Table 7. The Shapiro-Wilk 

test yields a p-value of 0.74, indicating no significant 

deviation from normality in the residuals. Similarly, the 

Rainbow test result of 0.84, with 0.82 p-value, provides 

no statistically significant evidence against the null 

hypothesis of linearity, thereby supporting the model's 

linearity assumption. The Studentized Breusch-Pagan, 

and Breusch-Pagan tests for constant, and homogeneity 

variance produce p-values of 0.32, and 0.08, 

respectively, suggesting no significant violations of these 

assumptions. Therefore, the assumptions of normality, 

linearity, and constant and homogeneous variance in the 

model’s residuals are not significantly violated.  

The residual histogram, box, and normal Q-Q plots in 

Figure 2 reveal that the residuals are generally normally 

distributed, although there are some deviations in the 

tails. These deviations suggest that further analysis is 

needed to assess the extent of non-normality and 

determine if it is significant. However, this is not 

considered problematic and is not severe enough to 

invalidate concerns about the model’s performance. 

Table 8 presents the outlier test results for the model’s 

residuals. Observation 171, with a studentized residual 

of 3.0, significantly deviates from the mean, suggesting it 

could be an outlier based on the unadjusted p-value is 

0.003. However, after applying the Bonferroni 

correction, the adjusted p-value becomes 0.67, indicating 

that the observation is not statistically significant when 

accounting for multiple comparisons. 

Table 7. Test of Assumption  

Test Shapiro-Wilk Rainbow Studentized Breusch-Pagan Breusch-Pagan 

Statistics 0.99 0.84 9.25 3.09 
DF  - 115, 106 8 1 

P-value 0.74 0.82 0.32 0.08 
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Figure 2. Residual Histogram, Box, and QQ Plot. 

Table 8. Test of studentized residuals. 
Observation Studentized Residual Unadjusted P-value  Bonferroni P-Value 

171 3.00 0.003 0.67 

Table 9. Test of Skewness and Kurtosis  
Test Statistics  SE t-value P-value 

Skewness 0.13 0.16 0.79 0.21 

Kurtosis -0.19 0.32 -0.57 0.28 
 

Table 9 demonstrates that the model’s residuals 

approximate normal distribution at the 0.05 significance 

level. The skewness statistic of 0.13 indicates near 

symmetry, while the kurtosis statistic of -0.19 suggests 

the residuals exhibit slightly less peakedness compared 

to a normal distribution. 

 

CONCLUSION 

This study successfully investigated the causal 

connections among the dependent and independent 

variables in the context of cotton yield and validated the 

multivariate assumptions. The descriptive statistics 

reveal that YldPhec, Grmn, and MikV showed near-

normal distributions, while PlntPl, BolPp, BolWt, Lnt, 

StpLt, and FbrSnt displayed slight skewness and flatter 

distributions. The correlation analysis highlights a 

significant positive correlation of Grmn, PlntPl, and MikV 

with YldPhec and a negative correlation of BolPp, BolWt, 

Lnt, StpLt, and FbrSnt with YldPhec. The scatterplot 

matrix effectively visualizes these correlations, patterns, 

and potential outliers, providing a comprehensive 

dataset overview. The study provides valuable insights 
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into the relationships between various agronomic 

predictors and YldPhec, informing breeding programs 

and agronomic practices aimed at optimizing yield 

through the management of key predictors such as 

germination, boll weight, lint, staple length, and fiber 

strength. 

Outlier analyses identified 25 observations as outliers, 

subsequently excluded from the study. Univariate 

normality assessments indicate skewness values fall 

within acceptable ranges, while kurtosis values suggest 

flatter distributions. Collinearity assessments indicate 

no significant multicollinearity, with all VIF values below 

10 and tolerance values above 0.10. The study assessed 

the strength of these connections and their influence on 

the prediction of cotton yield, with the regression model 

explaining 51% of the variance in YldPhec. Significant 

predictors included Grmn and FbrSnt, which had 

positive effects, and BolWt, Lnt, and StpLt, which had 

negative effects, underscoring the importance of these 

parameters in determining yield. 

The validation of the multivariate regression model 

assumptions confirmed the normality of residuals, the 

model’s linearity, and no significant heteroscedasticity. 

However, there was marginal evidence of some concerns 

regarding homogeneity variance. Meeting these 

assumptions is required for a valid multilinear 

regression analysis. Confirming these assumptions 

enhances the model’s validity and underscores the 

significance of the identified predictors in explaining the 

variability of YldPhec. Finally, the impact of specific 

independent variables or groups of variables on cotton 

yield was evaluated under controlled conditions. An 

outlier, Observation 171, in the model residuals, was 

noted; however, it was not statistically significant after 

adjustment for multiple comparisons. 

To enhance cotton yield, it is recommended to focus on 

agronomic practices that improve Grmn, PlntPl, MikV, 

and FbrSnt due to their positive effects. Conversely, it is 

crucial to address and mitigate the negative impacts of 

BolPp, BolWt, Lnt, and StpLt. Ensuring the exclusion of 

outliers and maintaining acceptable skewness and 

kurtosis values will support the robustness of the 

analysis, while monitoring collinearity will ensure no 

significant multicollinearity affects the results. 

To ensure the validity of the multivariate regression 

model for predicting cotton yield, it is recommended to 

confirm the normality of residuals, linearity, and absence 

of significant heteroscedasticity while addressing any 

concerns regarding the homogeneity of variance. 
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